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University of San Francisco MPA Program created an 

infographics that explains how social media is creating 

major changes in disaster recovery and response.

An international study conducted by researchers at the Universidad 

of Madrid, National Information Communications Technology 

Australia and the University of California in San Diego 

have found that social network activity during and in the hours 

following a natural disaster can quickly reveal the extent of damage 

that took place in a particular area and time period. 

(https://www.firestorm.co)

Communication Is the Key to Disaster Management

https://www.firestorm.com/social-media-the-new-face-of-disaster-response-infographic/






Tweet as a Sensory Value (Sakaki et al., 2013)



Tweet as social sensor

Massive earthquake. House covered in glass. Bookshelf on floor. Lights fallen out. 
Still shaking → classified as ‘VI Strong’ in the MMI scale

Earthquake detector Earle et al. (2012); Robinson et al. (2013)

Intensity prediction based on impact descriptions



Influenza Epidemic Detection Aramaki et al. (2011); 

Headache? You might have flu. [Suspicions] → (-)

A-bad- influenza-is-going-around-in-our-lab. → (+)

Hay Fever map generation Takahashi et al. (2011)



TANAKA Taro and Hanako who lived in Kesennuma City can’t be reached. 
Does anybody know where they are?

people people location

1. NE Recognition

2. Safety Information Classification

(Neubig and Matsubayashi, 2010)-- Safety Information Mining



Data Collection

Data Filtering

Annotation

Training

Prediction

Main Steps

Filtering related data/tweet to non-related 
one. Not every tweet with disaster keywords 
is related to disaster

Manual annotation to create training data, 
usually utilize crowdsourcing annotation 
tools/employ volunteers

Training the machine learning 
model, mostly supervised learning 
model

Collecting/scrapping data 
from the internet

Using the trained model to predict 
new data



From Annotation to Corpus Development

Resources for Research on Crisis Informatics Topics
https://crisisnlp.qcri.org/

FloDusTA
Saudi Tweets Dataset for Flood, Dust Storm, and Traffic Accident Events
https://github.com/BatoolHamawi/FloDusTA

Emotera
Emotion-annotated Tweets for Disaster Risk Assessment Corpus
http://tinyurl.com/emoteracorpus

COVID-19 NLP Resources
https://www.nlpcovid19workshop.org/resources

a repository of crisis-related social media data and tools.
https://crisislex.org/

https://crisisnlp.qcri.org/
https://github.com/BatoolHamawi/FloDusTA
https://github.com/BatoolHamawi/FloDusTA
http://tinyurl.com/emoteracorpus
https://www.nlpcovid19workshop.org/resources
https://crisislex.org/


Challenges

Supervised learning → needs a lot of training data 
Problems in creating training data

• Annotation may need a lot of efforts, especially in the time of disaster
• Annotation is expensive
• Labeling may need experts
• Labeling may require specific tools ( i.e. crowdsourcing platform)
• Time consuming and boring

Fact: unlabeled data >> labeled data

Can we make use of them?



Leveraging unlabeled data

Pic: https://business.blogthinkbig.com/semi-supervised-learning-the-great-unknown/

https://business.blogthinkbig.com/semi-supervised-learning-the-great-unknown/


Source: https://towardsdatascience.com/pseudo-labeling-to-deal-with-small-datasets-what-why-how-fd6f903213af

https://towardsdatascience.com/pseudo-labeling-to-deal-with-small-datasets-what-why-how-fd6f903213af


Learning exists long before machine learning.
Do humans perform semi-supervised learning? Yes it seems!

Cognitive Science
Computational model of how humans learn form labeled and unlabeled data

• Concept learning in children 𝑥 = 𝑎𝑛𝑖𝑚𝑎𝑙, 𝑦 = 𝑐𝑜𝑛𝑐𝑒𝑝𝑡 𝑒. 𝑔. 𝑐𝑎𝑡
• Children learn their surrounding (ex: parents point out to 

furry white animal and say “cat”)
• Children also observer animal by themselves

Do we learn from both labeled and unlabeled data?



How can unlabeled 
data be helpful?
Use accessible data to improve 
decision boundaries and better 
classify unlabeled data

Will be discussed:
• Self-training
• Pseudo labeling
• Multi-view Co-training 



Notation

• Instance 𝑥 label 𝑦

• Learner 𝑓: 𝑋 → 𝑌

• Labeled data (𝑋𝑙,𝑌𝑙)= {(𝑥1:𝑙 , 𝑦1:𝑙)}

• Unlabeled data 𝑋𝑢 = {𝑥𝑙+1:𝑙+𝑢}, available during training, usually 

𝑙 ≪ 𝑢. Let 𝑛 = 𝑙 + 𝑢

• Test data {(𝑥𝑛+1…, 𝑦𝑛+1…)}, not available during training



First proposed by Yarowsky (1995) as an approach to word sense 
disambiguation in text documents, predicting the meaning of words 
based on their context.

Input: labeled data 𝑥𝑖 , 𝑦𝑖 𝑖=1
𝑙 and unlabeled data 𝑥𝑗 𝑗=𝑙+1

𝑙+𝑢

1. Initially, let 𝐿 = 𝑥𝑖 , 𝑦𝑖 𝑖=1
𝑙 and 𝑈 = 𝑥𝑗 𝑗=𝑙+1

𝑙+𝑢

2. Repeat
a. Train 𝑓 from 𝐿 using supervised learning
b. Apply 𝑓 to the unlabeled instances in 𝑈;
c. Remove a subset 𝑆 from 𝑈; add 𝑥, 𝑓(𝑥) 𝑥 𝜖 𝑆 to 𝐿

Self Training

Xioajin Zhu (2007)



One’s own high confidence predictions are correct.

Assumptions

Add a few most confident 𝑥, 𝑓(𝑥) to labeled data
Add all 𝑥, 𝑓(𝑥) to labeled data
Add all 𝑥, 𝑓(𝑥) to labeled data, weigh each by confidence

Variations of Self-Training

Self-training is a wrapper method, the choice of 𝑓 is left completely open
Good for many real-world tasks like NLP
But mistake by 𝑓 can reinforce itself

Notes

Xioajin Zhu (2007)



Pseudo-Labeling (Lee, 2013)

→ Self-training applied to Deep Neural Network 

Consider multi-layer neural networks with M-layers of hidden units :

Where 𝑠𝑘 is a non-linear activation function of the 𝑘 −th layer such as 

sigmoid, 𝑓𝑖 = ℎ𝑖
𝑀+1 are output units used for predicting target class 

and 𝑥𝑗 = ℎ𝑗
0are input values.



Sigmoid activation function 

The whole network can be trained by minimizing supervised loss function

where 𝐶 is the number of labels, 𝑦𝑖's is the 1-of-K code of the label,
𝑓𝑖 is the network output for 𝑖'th label, 𝑥 is input vector. 
If we use sigmoid output unit, we can choose Cross Entropy as a loss 
function:



Pseudo-Labels are target classes for unlabeled data as if they were 
true labels. Lee (2013) picked up the class which has maximum 
predicted probability for each unlabeled sample.

Pseudo-Label

The pre-trained network is trained in a supervised fashion with labeled 
and unlabeled data simultaneously. The overall loss function is



Loss function for labeled data

Loss function for 
unlabeled data

Note: The total number of labeled and unlabeled data is quite different and the training 
balance between them is quite important for the network performance.

a coefficient balancing loss of labeled and unlabeled data

with 𝑓 = 3,𝑇1 = 100, 𝑇2 = 600 without pretraining, 
𝑇1 = 200, 𝑇2 = 800 with DAE.

α 𝑡 is slowly increased, is expected to help the optimization 
process to avoid poor local minima (Grandvalet et al., 2006) 
so that the pseudo-labels of unlabeled data are similar to true 
labels as much as possible.



Each instance is represented by two sets of features 𝑥 = 𝑥 1 ; 𝑥(2)
• 𝑥 1 = 1st feature
• 𝑥 2 = 2nd feature
• This is a natural feature split (or multiple views)

Co-training idea:
• Train an image classifier and a text classifier
• The two classifiers teach each other

• An extension of self-training to multiple supervised classifiers. 
• In co-training, two or more supervised classifiers are iteratively trained on the labelled data, adding their

most confident predictions to the labelled data set of the other supervised classifiers in each iteration. 
• For co-training to succeed, it is important that the base learners are not too strongly correlated in their 

predictions.

Multi-view Co-training (Blum and Mitchell, 1998)

Xioajin Zhu (2007)



Assumptions:
• feature split 𝑥 = 𝑥 1 ; 𝑥(2) exists
• 𝑥 1 or 𝑥 2 alone is sufficient to train a good classifier
• 𝑥 1 and 𝑥 2 are conditionally independent given the class

Co-training algorithm

1. Train two classifiers: 𝑓(1)from 𝑋𝑙
(1)
, 𝑌𝑙 ,𝑓(2)from 𝑋𝑙

(2)
, 𝑌𝑙

2. Classify 𝑋𝑢 with𝑓(1)and𝑓(2)separately.

3. Add𝑓(1)’s 𝑘-most-confident 𝑥, 𝑓(1)(𝑥) to 𝑓(2)’s labeled data.

4. Add 𝑓(1)’s 𝑘-most-confident 𝑥, 𝑓(2)(𝑥) to 𝑓(1)’s labeled data.

5. Repeat.

Xioajin Zhu (2007)



Pros
• Simple wrapper method. Applies to almost all existing classifiers
• Less sensitive to mistakes than self-training
Cons
• Natural feature splits may not exist
• Models using BOTH features should do better

Xioajin Zhu (2007)



Differences in average test results between outstanding models and C4.5 and SMO
(I. Triguero et al, 2015)



Yan Lecun’s cake analogy

“Most of human and animal 
learning is unsupervised learning.
If intelligence is a cake, the bulk of 
the cake is unsupervised learning, 
the icing on the cake is supervised 
learning, and the cherry on the cake 
is reinforcement learning (RL).”
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